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The 2030 Agenda for Sustainable Development and its 17 Sustainable 
Development Goals (SDGs)1 are built around the promise to leave no one behind 
(LNOB)—specifically, to eradicate poverty in all its forms, end discrimination 
and exclusion, and reduce inequalities and vulnerabilities.2 International 
development and humanitarian organizations are increasingly leveraging 
new digital approaches to extend or enhance delivery.3 However, 
the persistent digital divide throughout the world threatens 
to derail these efforts by amplifying existing inequality, 
opening up new development needs, and posing new 
risks that development actors might inadvertently 
do harm by leaving behind the most marginalized.4 
The Secretary-General’s Roadmap for Digital 
Cooperation underlines the need for “design 
that respects the needs of all people, including 
those with disabilities, as well as addressing 
intersectionality, social norms, language barriers, 
structural barriers and risks, recognizing the 
importance of locally relevant content.”5

Significant program-level research and guidance 
on inclusion,6 such as the Principles for Digital 
Development7 and the Signal Code,8 set out rights 
and duties around avoiding the threats and harms that 
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might arise from the implementation of digital technologies. But even as we’ve tried to use an LNOB lens in our 
own digital transformation work, the Digital Impact Alliance (DIAL) has grappled with its practical application in 
the communities, principles and practices, and evidence bases we help build at the level of the global digital 
development ecosystem.9 We have found few resources to help us understand potential pitfalls, improve our 
practice, and reduce or mitigate risks. 

For the second in our series of Leadership Briefs, we share some insights on how to apply the principle of LNOB 
at the systems level, based on a literature review, consultations, and key informant interviews carried out in 2020. 
This brief focuses on the impact of “strategic investments in digital,” such as those that: 

● cover multiple initiatives across geographies, sectors, or target populations; 

● are removed from direct project decision-making, such as in the grantor or fund management role; or
● do not have direct links with communities impacted by investment decisions.10

Examples of such investments might include creating global digital 
innovation funds, setting policy across a global institution, 
and developing or implementing principles that seek to 
provide guidance and influence practices across many 
organizations. These activities are typically led by 
multilaterals, donors, national governments, and 
initiatives like DIAL, and can drive inclusive digital 
development practices —  
or can inadvertently institutionalize bias, 
exacerbate inequalities or disincentivize learning 
about the impact of digital systems. 

This Leadership Brief includes four takeaways 
on LNOB for strategic investors in digital: 
prioritize representation; ensure careful risk-
benefit analysis prior to action; invest in evidence, 
feedback, and accountability mechanisms; and 
fund digital literacy and capacity across the digital 
development ecosystem. All of these takeaways apply 
both to work in low and middle income countries (LMICs) 
on the ground that is supported and directed by strategic 
investors in digital, and to investors themselves and their ability 
to assess, understand, and mitigate potential risks and benefits from 
their actions. While we still have much to learn, these four takeaways are a 
good starting point for a more equitable digital development ecosystem.

Takeaways
•  Prioritize representation
• Invest in evidence, feedback, and  

accountability mechanisms
• Ensure careful risk-benefit analysis prior to action
• Fund digital literacy and capacity across the digital 

development ecosystem
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BOX 1: Definitions

• Digital Development Ecosystem – An interconnected web of actors working cross-
functionally toward digital inclusion. DIAL recognizes that the digital ecosystem is 
more complex than this and its true promise likely lies in engaging more widely with 
excluded voices.11 

• Digital divide – The distinction between those who have internet access and are able 
to make use of new services offered on the internet and those who are excluded from 
these services.12 

• Intersectionality – A term coined by Kimberlé Crenshaw that describes the 
interconnected nature of social categories such as race, class, and gender as they 
apply to a given individual or group, which can create or reinforce overlapping and 
interdependent systems of discrimination or disadvantage.13

• Least developed countries (LDCs) – A United Nations classification of “low-income 
countries confronting severe structural impediments to sustainable development.”14 
They are highly vulnerable to economic and environmental shocks and have low levels 
of human assets. LDCs have exclusive access to certain international support measures, 
especially development assistance and trade.15

• Leave no one behind (LNOB)  “[T]he central, transformative promise of the 2030 Agenda 
for Sustainable Development and its Sustainable Development Goals (SDGs). It represents 
the unequivocal commitment of all UN Member States to eradicate poverty in all its forms, 
end discrimination and exclusion, and reduce the inequalities and vulnerabilities that leave 
people behind and undermine the potential of individuals and of humanity as a whole.”16 

• LMICs – Low- and middle-income countries.

• Marginalized – A socially constructed status in which a society labels certain 
individuals or groups of individuals as outside of the norm and, therefore, treats them 
as peripheral or insignificant.

• National digital transformation – As an outcome, it refers to the economic and societal 
effects of digitization and digitalization. As a process, it refers to the ways digital is 
disrupting and reinventing traditional services, sectors, businesses, economies, and 
societies, and challenging ideas of how economic and social activities are organized 
and enacted.17

• Strategic investors in digital – Investors that cover multiple initiatives across 
geographies, sectors, or target populations; are removed from direct project decision-
making, such as in the grantor or fund management role; or do not have direct links 
with communities impacted by investment decisions.

• Tokenism – “[T]he practice of doing something (such as hiring a person who belongs 
to a minority group) only to prevent criticism and give the appearance that people are 
being treated fairly.”18

https://digitalimpactalliance.org
https://www.un.org/ldcportal/
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Takeaway #1:
Prioritize representation

Strategic investments in digital should seek to reflect the needs 
and concerns of the most marginalized at all stages of the 
program cycle. Strategic investors in digital can help achieve 
this goal by encouraging their partners and grantees to 
both research and consult the users they are working to 
serve at the program level. For example, they could make 
the steps outlined in the “Design With the User” Digital 
Principle19 required and resourced, and they could make 
space for changes to projects based on the feedback 
they get from users. Evidence suggests that this can 
lead to far more effective and impactful approaches.20 For 
example, investments in smart-agriculture solutions are 
more effective when solutions are designed with the user’s 
participation.21 Strategic investors in digital could also benefit 
from direct feedback from the communities their investments 
seek to serve.22

A more diverse workforce and building more direct community involvement in 
governance might also lead to change. While clear statistics are hard to come by, there 
appears to be a real need for greater diversity and inclusion in the international development 
and aid sectors.23 This problem is more obvious and widely known in the private sector, particularly at Silicon 
Valley technology firms and social media companies that increasingly dominate the technology landscape.24 
The same is true at technology firms based in LMICs, where men are 2.7 times more likely to work in the 
digital sector and 7.6 times more likely to work in jobs that require ICT skills.25 When diverse life experiences 
are not represented on teams, poor design decisions often fail to recognize even basic aspects of lifestyles 
outside a narrow white, male, heterosexual, non-disabled, educated norm. For example, Joy Buolamwini has 
shown that systems coded by mainly white engineers encode racial bias.26

The same dynamics are present in the digital development space, with the added dimensions of colonial and 
global power imbalances. Improving the diversity of our own institutions in more than a tokenized way and 
elevating and consulting members and leaders of marginalized communities can help inform technology 
investments with expertise around how to avoid bias and stereotyping being encoded in our tools and  
our organizations.27

Strategic investors in digital can help 
achieve this goal by encouraging their 
partners and grantees to both research 
and consult the users they are working 
to serve at the program level.

https://digitalimpactalliance.org
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BOX 2: Spotlight on the digital divide
The digital divide refers to the widening gulf between those who have access to digital 
connectivity, devices, information, and systems, and those who do not. Globally, two-
thirds of people now own a mobile phone, and more than half are using the internet.28 
Yet progress is unevenly distributed: device affordability varies widely from one country 
to another,29 internet access at home in urban areas is twice as high as in rural areas, 
significant gender disparities persist in mobile phone ownership, and ICT services are 
relatively more expensive in LDCs than in rich countries.30

It is estimated that 50% of the world’s population—disproportionately the poorest and 
most vulnerable—do not have access to digital services. Characteristics that may make 
a person or a community more marginalized, more vulnerable, and less likely to be online 
include gender, poverty, age, the rural/urban divide, language, education level, race and 
ethnicity, migration status, disability, sexual orientation, gender identity and expression, and 
sex characteristics. These characteristics and identities are complex, overlapping, and may 
change over time. 

Intersectionality describes how a person’s identities may combine to compound 
discrimination or privilege. For example, poor women are far less likely to have access to a 
mobile phone than poor men, and poor women of minority groups less likely still.31

The intersection of technology and marginalized identities 
must be engaged with thoughtfully and respectfully, 

recognizing that what may be welcome recognition 
and appropriate support for one group might be 
unwelcome attention for another, bringing risks of 
surveillance and targeting. A multichannel approach 
to digital delivery and consent, including analogue 
options and a realistic option to decline, is critical 

so that people and communities can make the most 
appropriate choices for themselves.

https://digitalimpactalliance.org
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Takeaway #2:
Invest in evidence, feedback, and accountability mechanisms

Despite decades of practice, the evidence base around the impact of digital development work remains uneven 
across sectors and is focused on pilots, making it hard to predict the potential impact of larger programs.32 Less 
than 10% of the evaluations found in one study examined the impact on “disadvantaged groups.”33 Investing 
in this field and requiring the evaluation of all digital programs and projects using relevant criteria, such as the 
Principles for Digital Development’s evaluation approach34 or SIMLab’s OECD-DAC-based evaluation 
criteria for digital projects,35 can help us better understand what works and what doesn’t and 
avoid unintended negative consequences of digital programs. 

Real accountability for harms caused by digital technology in aid and development 
programs is rare. This is due to a range of factors, including the way that digital 
technology platforms often bridge jurisdictions; the impact of platform terms of 
service, which often shield technology companies from liability; the power imbalances 
and legal immunities that characterize much of the development and aid sector; and 
the short-term nature of many programs.36 Despite frequent calls for enforceable 
rights for communities impacted by digital humanitarian practice,37 the possibility of 
such accountability seems remote. Yet, as the Signal Code sets out: 

...individuals and communities have a right to establish the existence of and 
access to personal data collected about themselves. All people have a 
right to redress from relevant parties when harm was caused as a 
result of either data collected about them or the way in which data 
pertaining to them were collected, processed, or used.38 

Feedback mechanisms, critical incident reporting, and 
whistleblower programs are a critical first step and becoming 
increasingly important. Strategic investors in digital can do 
more to ensure that they are prioritizing robust, real-time 
feedback mechanisms39 so that harms, challenges, and 
positive impressions can actually inform decision-making 
at the program level. While digital systems can be used 
to implement digital feedback loops,40 analog equivalents 
alongside them are critical to ensure that digital access is not a 
barrier to responding.41 For strategic investors in digital, having 
the door open to feedback from all sources is an important step. 
This can include investing in local researchers, the media, and 
other parts of civil society that might help research and document the 
impacts of digital systems on marginalized groups.42

Incentivizing shared learning, and funding the synthesis and analysis of that learning 
into actionable insights for the whole sector might be the next step and could radically transform practice 
over time. For example, following failures by the humanitarian sector during the Rwandan genocide in 1994, 
a group of agencies and donors came together to create the Active Learning Network for Accountability and 
Performance (ALNAP). Now a network of more than 100 organizations, ALNAP collates evaluation reports, 
conducts original research, and synthesizes learning across the sector to provide actionable advice on what 
works, what doesn’t, and how humanitarian aid must improve.43 Along with other accountability and learning 
initiatives across the aid sector, ALNAP has influenced improvements in practice and a greater sense of 
accountability to affected populations, and contributed to professionalization. A similar initiative could transform 
the practice of digital development.

https://digitalimpactalliance.org
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BOX 3: Toward a typology of digital risks
Many taxonomies and frameworks attempt to identify the types of risks and harms that  
might arise from digital development projects, but more research and evidence is needed to 
better understand the extent and typology of these risks.54 A high-level list might include:
• Risks of exclusion or self-exclusion, leading to harms such as opportunity or economic 

loss or harms to human rights: People may be unable to access digitally enabled services 
or may be missing from datasets; or they may opt out of digitally enabled services, often 
due to lack of trust.

• Risks of harm caused directly by digitally enabled services: New or untested digital 
systems may fail to work or work in ways that cause harm. There are also risks arising 
from data misuse or mishandling, and risks stemming from the fact that public- or 
private-sector platforms may have priorities other than the well-being of the people 
using the services. 

• Increased risk of exposure to new, digital harms, or older, offline harms manifested in 
digital realms: As people and systems enter the digital world, new risks of exploitation, 
targeting, and misinformation arise.

Alongside these drivers or catalysts of harm, the Oxford cyber-harms framework55 lists a 
taxonomy of five cyber-harms:
• Physical or digital harm (i.e., harm describing a physical or digital negative effect on 

someone or something) 
• Economic harm (i.e., harm that relates to negative financial or economic consequences)  
• Psychological harm (i.e., harm that focuses on an individual and their mental well-being and psyche)  
• Reputational harm (i.e., harm pertaining to the general opinion held about an entity) 
• Social and societal harm (i.e., a harm that may result in a social context or society more broadly)

Takeaway #3: 
Ensure careful risk-benefit analysis prior to action

In both humanitarian and development programs, “the absence of clear policies, frameworks, 
due diligence checks, and risk-benefits assessments... leaves vulnerable populations open to risk 
and potentially to harm.”44 Without effective regulation of digital technology in most jurisdictions,45 
the onus is on implementers and strategic investors in digital who shape the work of the field to 
implement guardrails themselves. Strategic investors in digital should incentivize the use of risk-benefit 
analysis practices in digital development work to try to mitigate impacts on marginalized groups and better 
understand harms when they do happen. This includes building design and assessment phases into digital 
program funding cycles and requiring grantees to complete community consultations and risk assessments.46

Where possible, strategic investors in digital can support and utilize informed, independent reviews of digital and 
data science systems and projects, similar to institutional review boards (IRBs)47 or the UN OCHA Centre for 
Humanitarian Data Peer Review process.48 Significant resources exist to support understanding the ecosystem49 
in which an investment is going to be made, assessing potential harms from digital technologies,50 and 
balancing those potential harms against potential benefits.51 Guidance exists on participatory ways of involving 
marginalized groups in this work.52 Strengthening policies and understanding around informed consent could 
help enable community members to better determine and express their own risk assessment.53 It is imperative 
to normalize deciding not to undertake a program if the benefits do not outweigh the potential risks.

https://digitalimpactalliance.org
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Takeaway #4: 
Fund digital literacy and capacity across the digital development ecosystem 

Digital development practitioners must consult communities, understand and mitigate risks and harms to 
marginalized groups, and gather evidence of impact if they are to leave no one behind. Yet nonprofits, 
international organizations, governments, and donors report deficits in their own digital literacy and capacity. 
These deficits reduce their ability to understand how people from marginalized groups encounter technologies 
and systems, and control for risks and harms to them. 

Digital development learning resources are largely supply-driven,56 unevenly rolled out, and rarely translated into 
working languages appropriate to LMICs.57 While frameworks like the Principles for Digital Development exist 
to help produce better-designed digital projects, such frameworks alone do not confer 
digital literacy. For example, they do not teach development specialists how 
to manage practical challenges, such as weighing the benefits of cloud-
hosted versus local data storage. 

Even where centralized digital practices exist, program-level teams 
may lack the “knowledge, capacity, systems and budgets”58 to enact 
standardized approaches to technologies as commonplace as social 
media or safely manage data and systematically safeguard marginalized 
people. Digital development business models rarely support the long-term 
retention of staff with digital skills in the face of private-sector competition. This is true 
of organizations headquartered in high-income countries and is exacerbated for those 
based in LMICs.

In this context, development specialists often rely on technologists to understand and 
flag threats to marginalized groups — yet those technologists may not understand 
potential real-world risks in those contexts. For both groups, increased investment in 
literacy around digital justice and safeguarding issues is warranted. 

Program design and risk analysis phases are critical opportunities for review, learning, and risk-mitigation 
on the fly, so it is important to leave adequate time for them in the program plan. Concerted investment 
in digital capacity, training, and systems strengthening is required as part of digital project funding. As an 
important interim step, it is critical to support the rollout of localized or, at a minimum, machine-readable, easily 
translatable resources on digital capacity to better enable their use by staff in LMICs whose working languages 
are poorly represented.

Program design and risk 
analysis phases are critical 
opportunities for review, 
learning, and risk-mitigation 
on the fly, so it is important 
to leave adequate time for 
them in the program plan.
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